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Effect of Melting on Dynamic Combustion Behavior
of Energetic Materials

L. K. Gusachenko* and V. E. Zarko'
Institute of Chemical Kinetics and Combustion, 630090, Novosibirsk, Russia

and

A. D. Rychkov*
Institute of Computational Technologies, 630090, Novosibirsk, Russia

The effect of melting on the intrinsic stability of steady-state combustion of energetic materials has been ana-
lytically studied using the Zeldovich-Novozhilov approach. Stability limits are given in conventional and modified
sensitivity parameters coordinates. Their dependence on the melting heat and temperature is explained in a simple
way. Numerical calculations based on an original mathematical model were performed to verify the effects of
melting on the stability of pressure-driven combustion regimes. Qualitatively, the effect of melting heat on the
stability of transient combustion regimes with developed gas phase reactions is the same as that on the stability of
steady-state regime, that is, as the melting heat increases, the stability decreases. In addition, the effect of melting
temperature on the burning rate response to harmonic pressure oscillations has been numerically studied. The
effect appears to be qualitatively the same under stationary and transient regimes, that is, as the melting tempera-
ture increases and approaches the temperature of the burning surface, the response function decreases noticeably
in its absolute value, which corresponds to an increase of combustion stability.

Nomenclature

= pre-exponential factor for ith gas phase reaction,
g/(cm?: s - atm™)

i = pre-exponential factor for condensed phase reaction, 1/s

= specific heat, cal/(g - K)

constant-pressure heat capacity of species i, cal/(g - K)

diffusion coefficient, cm?/s

= energy of activation, cal/mol

= frequency of oscillations, 1/s

= dimensionless parameter, identical to

(T, — To)(@ bw ry/0Tp)

latent heat of evaporation, cal/g

molecular mass of species i, g/mol

mass flow rate of condensed phase, g/cm? s

gas reaction order

= pressure, atm

= atmospheric pressure, atm

heat release per unit mass, cal/g

radiant flux, cal/(cm? s)

universal gas constant, cal/(mol - K)

= dimensionless parameter, identical to [07/0Tp],

= burning rate, cm/s

= temperature, K

= boiling temperature at atmospheric pressure, K

= time, s

gas velocity, cm/s

liquid velocity, cm/s

velocity of solid/liquid interface, cm/s

spatial coordinate, cm

characteristic distance for thermal wave decay in

condensed phase, cm

mass fraction of specie i

o = extinction coefficient in the Beer law, 1/cm
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B = porosity (volumetric fraction of gas)

A = thermal conductivity, cal/(cm s - K)

P = density, g/cm®

(5] = dimensionless frequency of oscillations

Subscripts

liq = parameters of the liquid state

m = melting

s = propellant surface

sol = parameters of the solid state

0 = initial condition

1,2,3 = vapor, intermediate, and final reaction products,
respectively

I. Introduction

T is known that many energetic materials (EMs) melt in a com-

bustion wave and have a liquid layer on the burning surface. In
addition, the EMs may change their crystal structure at a relatively
low temperature. Typically, in stationary combustion modeling, the
effects of phase changes are taken into account in a very simple
way by introducing the effective initial temperature calculated on
the basis of heat balance at the burning surface.!

However, when modeling transient combustion, it is not clear
a priori if the effect of phase changes can be explained as simply.
One may expect that the transient combustion behavior of EMs,
at least near the limits of the combustion stability, depends on the
heat and temperature of phase transitions. Obviously, the highest
effect is produced by evaporation that is localized at the surface of
the condensed phase and has, as a rule, the largest magnitude of
the latent heat. In the past, mainly the evaporation was considered
in combustion modeling. Nevertheless, it seems that the effect of
other phase transitions also should be studied, and attempts to ex-
plore this problem have been undertaken in recent works.?~* It was
shown that melting or phase transition, whose latent heat is con-
siderably less than that of evaporation, may play a specific role in
radiation-driven combustion,? as well as in the intrinsic stability of
EM combustion.>*

The cited works have dealt mainly with an analytical approach,
and it is of interest to investigate numerically the combustion be-
havior of a melted EM in transient regimes using a mathematical
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model. In the present paper the effect of melting heat and melting
temperature on the stability of pressure-driven combustion has been
studied. The combustion model is presented in Sec. II. The results
of the analytical study of intrinsic stability of combustion are pre-
sented in Sec. III. Burning rate response to harmonic variations of
pressure is described in Sec. I'V. Conclusions and future plans are
given in Sec. V.

II. Mathematical Model

A. General Description

A model is proposed to describe combustion of melted and evap-
orated EM with chemical transformations in the condensed and gas
phases. Typical representatives of such EMs are nitramines, as well
as newly synthesized oxidizers such as ADN, HNF, etc.

In the condensed phase the model considers heat propagation in
solid and liquid states (heat capacity and density are taken to be
the same for both of the states whereas thermal conductivity coeffi-
cients for solids and liquids are assumed to be different), melting at
temperature 7,, with endothermal effect Q,, with a global exother-
mic reaction of decomposition of first order in the liquid phase with
a thermal effect Qjiq and radiation absorption in the bulk of con-
densed phase according to the Beer law, g,ae™**. The absorption
coefficient « is taken to be the same for solid and liquid materials.
The interface between the solid and the liquid states moves through
the condensed phase with velocity V,,.

In the gas phase the model takes into account heat propagation,
diffusion, and two global reactions with thermal effects Q;, i =1, 2.
The products of the first reaction (vapor decomposition via Ni-
order kinetics, mainly of first order) are assumed to coincide in
their composition with the products of decomposition of the liquid
phase. The second reaction generates final combustion products via
N,-order kinetics. Reaction routes of the combustion process are
presented by the scheme

vapor

o N

liquid ————— intermediate product —> final product

The choice of proper reaction scheme is a very complicated task
and still has insufficient background. This is of special concern
with the reactions in the condensed phase. Attempts have been
made to formulate a reaction scheme consisting of several (up to
seven) global reactions,™¢ but there is still no real justification for
that. Evidently, when using a global reaction approach, one has to
describe the method for the experimental determination of Kinetic
parameters.

In the present work, the constants for condensed phase reaction
were estimated on the basis of literature data for thermal decompo-
sition of nitramines.” In fact, this is a very crude estimate because of
the great difference in the heating rate for combustion and thermal
decomposition conditions. In the future we plan to obtain the needed
data from experiments on ignition under special conditions that pro-
vide the elimination of the possible effects of the gas phase reactions.

In the literature several detailed schemes for flame reactions in
nitramines combustion,®~!! containing more than 40 species and
more than 200 steps, may be found. Use of such schemes allows, in
principle, the calculation of temperature and concentration profiles
in flame. Unfortunately, the use of the detailed reaction schemes
causes difficulties in the calculation of transient regimes, and it
is reasonable to derive reduced kinetic schemes for studying dy-
namic combustion behavior. This is a task for future work. At the
same time, the global kinetic parameters can be derived from the
treatment of experimental data of combustion of melted EMs in
well-characterized conditions. To do that, a set of calculations on
the basis of the model should be performed. As a first estimate, the
data for thermal decomposition of nitramines vapor and the reaction
between their products were used in the present work to specify the
magnitude of global kinetic parameters for the gas phase reactions.

B. Physical State of the Condensed Phase

Before formulation of the mathematical model, it is important
to discuss physical aspects regarding the processes in the bulk and

on the surface of the condensed phase. Presence of the chemical
reactions in the bulk of the condensed phase raises questions on
the effective density of liquid EMs and on the evolution of the gas
through the subsurface layer. It is natural to assume that gaseous
decomposition products first dissolve in the liquid layer.'? However,
if one takes into consideration an equilibrium solution of gas in the
liquid material this corresponds to a negligibly small extent of EM
decomposition in the condensed phase.'? At the finite decomposition
degree one may assume that the gas bubbles form in the liquid layer.
Their behavior can be described in several ways.

A first description was suggested in 1966,'* when it was assumed
that the velocities of gas and liquid are the same, V = Vj;q = m* /p..
Here, p. = (1— B) piiq + Bp is the effective density of the condensed
phase. More detailed analyses of two-phase subsurface layer were
reported in Refs. 15-17. In particular, semi-empirical expressions
were suggested'® in the general case for linear velocity of gas motion
V = (1 — sB+s)m*/p and liquid motion Vjiq = (1 — s8)m* /pyiq;
respectively. Here s is the matching parameter varying in the range
from zero to infinity that allows us to describe extreme cases of gas
release from subsurface layer.

In the present model we consider the simplest case of constant
density over the liquid layer. This corresponds to the case of gases
dissolved in liquid without formation of bubbles or the case of in-
stantaneous (V — oo and s — 00) removal of gas out of the
liquid layer. Note that, for very thin layers, diffusion is also able
to provide fast removal of gas from liquid. To estimate, let us as-
sume that gaseous products start to evolve in the bulk of the EMs at
the distance from the surface equal to the length of reaction zone,
Iy & 0.1(A/ Cp)iig/ 1. If the residence time for liquid in the reac-
tion zone, I,/ 1, is greater than the diffusion time (I.»)*/ D, where
D is the diffusion coefficient, the bubbles will not form.

The described condition is formulated as D(T;) > rple, =
0.1(A/Cp)iiq- A simple estimate shows that the condition approx-
imately holds for typical melted EMs with D > 10~* cm?/s and
(A/cp)iiq =0.001 cm?/s.

Detailed consideration of the effect of bubbles on the heat transfer
across the liquid layer due to internal evaporation within the bub-
bles and of the Marangoni and Archimed effects was not made
in the present paper. There are still no reliable observations of
foam in subsurface liquid layer of burning melted EMs. Quite
the contrary, observations have been reported'® of the virtual ab-
sence of developed foam at the burning surface of double-base
propellants at atmospheric and elevated pressures despite the pres-
ence of foam at the surface of extinguished samples. Thus, in-
troduction of bubbles formation into comprehensive combustion
models has to be justified by unambiguous experimental findings.
One of the ways to get such information is to perform high-speed
movie studies of EM combustion with use of a soft x-ray radiation
source.

C. Surface Evaporation Condition

As mentioned, according to the model conversion of the con-
densed phase into gas proceeds by the way of chemical reaction and
evaporation. The latter can be precisely described in terms of gas-
kinetic theory if one calculates the mass flow rates of evaporation
and condensation. Under nonequilibrium conditions, corresponding
to the combustion process, the difference between the two rates gives
mass burning rate. Such an approach has been employed in several
works8~1016: however, it is rather difficult to use this approach in
real calculations. First, there is no reliable knowledge of the stick-
ing coefficient that characterizes the sticking of vapor molecules
colliding the liquid/gas interface. Second, and most important, the
difference between the two rates represents the difference between
two large quantities, and a small error in their calculation leads to a
large error in the mass burning rate.

Therefore, in the present model we use another description based
on that the deviation of the partial pressure of vapor from its equi-
librium value is of the order of the Mach number for combustion
products, with the magnitude of this number being much less than
unity. Consequently, as was suggested in Ref. 19, one may approx-
imately attribute the real magnitude of the vapor pressure to its
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equilibrium value, which can be easily calculated on the basis of the
Clausius—Clapeyron equation in the form

(M/M,)yisp ~ const - exp(—L/RTy)

where (M/M,)y,; is the mole fraction of vapor above the surface
and p is the ambient pressure. Use of this equation provides a better
opportunity for convergence of the iteration process in numerical
modeling. Note that, in the gas-kinetic approach, the Clausius—
Clapeyron equation is also used for calculating the equilibrium
pressure of vapor. The accuracy of these calculations directly de-
pends on the accuracy of the value of the latent heat of vaporization.
Unfortunately, for real EMs, this value is known with rather low ac-
curacy because of the partial decomposition of the EMs at relatively
high temperatures. The heat of vaporization can be calculated® on
the basis of semi-empirical expressions or can be determined by
extrapolation of data of surface temperature measurement.

D. Problem Formulation

Let us choose a movable coordinate system (x,?) attached to
the burning surface (positive x axis is directed in the bulk of the
condensed material) and derive the system of equations describing
the physicochemical processes in the condensed phase.

For the solid state [x,,(t) < x < xg],

3T 3Tl 3* Tl
Csolpsol(_gt—' i "b—a—;) i, TV T L Db )

aTsol
ox

T (x,0) = Ty, T (Xm, 1) = T, at X = Xp =0

For the liquid state (0 < x < x,),

aTi aTi 3°Tii
Cliqpliq("a_tq = "’a_xq) = MquZq + Piiq + g () exp(—ax)

i i
pliq("a_tﬂ = rb_a_an = —wjg, Djiy = Qliqwiiq
Eliq
Wiig = Aliqpliqyliq CXP(— RTiiq ’ )’qu(xm, =1
T]iq(X, 0) =Ty, Tliq(xmy )=Tn
0T 3T
Hg s, = tlfenol s + On Vmpliq
ax x=xm—0 dx x=xm+0

(Note that variables without an index correspond to the bulk of gas.)
The condensed phase generates vapor and a combustible gas. Thus,
there are three components in the gas phase: vapor, intermediate
decomposition product, and final combustion product. The temper-
ature of the components is uniform at the given point of space.

The system of equations for the gas phase is as follows (x;, <
x <0):

3

aT C i 0yp\aT
C i | iy e, piid iy p it i bl
pp[3t+( & ZC,7 '6x>8x:|

9y, ay, d ay,
e iR G ERRR (P, R
[ar“ 48l b e T s
ap ap d(pV) RpT
e =0, P
ot ax ax M

e e I
s Aliies —_— _— b, =
MM + M, o M, 1= Q10

E
D = Qran, ;= An(p y)M CXP(——1>

RT

E.
w; = Agp(p YZ)NI CXP(‘E‘;T)» T(x,0)=Tp
y1(x,0) = y:(x,0) =0
oT 0 a
_i_£=0, at. Xx =&

dx  ox  ox
Boundary conditions at x = 0 are taken in the form

oT
A—
0x

T
= Alig et = yliq.xpliqu)L
dx x=40

x=-0

Ay
—p(V = rp)yis + Dlpa = Yiiq,s Plig"b

9y,
—po(V —rp)yss + sza = PigNy (1 = Yiiq.s)

o(V —ry) = —piighy

In the case of opaque material (@ — 00), the term with g, must be
withdrawn from thermal conductivity equations for solid and liquid
phases, and the boundary condition for the heat fluxes should be
written in the form

aTliq

Sl e
g 0x

+ qr — yliq‘.\'pliqrbL
x=+40
The mass fraction of the combustion product and its effective diffu-
sion coefficient are determined on the basis of the mass conservation
equation and the condition of zero sum of the individual mass dif-
fusion fluxes,

Nn+ntn=1l

E. Numerical Method

The equations of energy and species concentrations in the gas
phase include convective and diffusive terms. It is known that
there exist computational difficulties in their solution when using
central-difference schemes for the convective term. Another dif-
ficulty is the stiffness of the equations. To overcome these dif-
ficulties, a quasi-monotonous difference scheme of second-order
accuracy has been developed that effectively operates on real dif-
ference grids. Its essence may be explained by taking as an example
the model nonlinear equation for a scalar function ¢ in domain
Gl0=x=<1,0=<:=<T}

a9 3¢ 3¢

oy s =ass + f(.0) 1
where u is the velocity, a is the constant, and f (¢, #) is the source
term. The use of approximation d¢/ox =~ (¢/ — ¢ *)/(2h) for
the convective term leads to the nonphysical oscillations appearing
in the numerical solution in the range of a sharp change of value ¢.
For a given class of problems this corresponds usually to the reaction
zone, where the temperature and concentration gradients are high
enough. To eliminate these oscillations one may apply a difference
scheme based on hyperbolic approximation. To this end we wrote
the left-hand side of Eq. (1) along line dx/dr = u, which is conven-
tionally called the characteristic line, and constructed the following

—
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nonlinear two-step difference scheme using backward Tailor-series
expansion of the term f (¢, t) in time:

~'fH—l_ n 32~ n+1 i
u=a:(a—xf) ‘+‘f(¢’,t‘|'1'),"l+l ()
ot —gr N AN C Y
_T—_0.5x|:a,»<ax2)i ta 52 y
~\ n+1
n+1 _T_ g i
+ f(¢,t+1); [1+2(a¢)i jl (3)

where 7 and 4 are the grid steps over the spatial and time variables so
thatt = nt;x =ih;n=0,...,1/h;i =0, ..., T/t. The values
with subscript asterisks are calculated using appropriate interpola-
tions at the cross points of the characteristic lines starting from the
point (n + 1, i) with the straight lines forming the difference grid
(with the horizontal ones at 4/t > u and with the vertical ones at
h/t < u). The nonlinear difference scheme Egs. (2) and (3) can be
easily solved by the Newton method.

Now returning to the solution of the original problem formulation,
the following procedure has been used. The surface temperature T
and the burning rate r;, were found via an inner iteration procedure
at each time-marching step. For a given initial guess of T, and r,,
the equations for species concentrations were solved. Then values
Yis» Y2s» and yjiq s were used to determine the boundary conditions
for the energy equations in the gas and condensed phase. After so-
lution of the energy equations, new values of T and r;, were found
from boundary conditions. The inner loop was repeated down to the
convergence of 7; and r,. A variable step grid, condensed in the
vicinity of the liquid/gas interface, was used to get the results with
0.1% accuracy.

To solve numerically the problem with closing initial and bound-
ary conditions, a spatial domain x; < x < x has to be chosen on
the basis of physical considerations or numerical experiment. The
domain size should allow us to establish zero gradients of temper-
ature and species concentrations on the boundaries.

For the gaseous mixture, the corresponding diffusion coefficients
were calculated using the Wilke formula: 1/D; = y,/D;,+y,/Dj»+
y3/Di3. Values of Dy were calculated using the Lennard—Jones po-
tential with (e/k); =436 K, (¢/k); =244 K, and (¢/k); =97K
and 0y =6 A°, 0, =3.7 A°, and 03 = 3.6 A°. The thermal conduc-
tivity and specific heat of the gaseous mixture were calculated by
the formulas A =4,y + Ay, + A3(1 =y — y2), c=ciy1 +caya +
3(l=y1=»), A=Ay +BuT,ci=A,+ B;T, Ay =5 x 1073,
8 x1073,and 9 x 10 cal/(cm-s-K); By; =1 x 1078,2.5 x 108,
and 5x 107® cal/(cm-s-K?); A,;=0.2,0.25, and 0.3 cal/g-K;
and B; =1075,5 x 107, and 9 x 10~° cal/(g - K?).

III. Intrinsic Stability of Self-Sustaining Combustion

When studying intrinsic stability of EMs self-sustaining com-
bustion, within the framework of the Zeldovich-Novozhilov (ZN)
approach, the phase transition in the EM combustion wave has been
neglected. However, the problem may be easily formulated to take
into account phase transition within the framework of the main idea
of the phenomenological approach.?!

Simple consideration of all existing phase transitions in EMs leads
to very cumbersome expressions. Let us take advantage of that for
some widely used EMs (such as RDX and HMX) the thermal effect
of melting is several times higher than the sum of the effects due to
change in the structure and neglect the latter. In this case, similar to
the classical approach,?! one may determine the limit of combustion
stability at constant pressure in the dependence on parameters k and r
(for the derivation see the Appendix). The stability limit is a function
of the Q,,, A, and ¥, parameters. Convenient definitions are

3lars o7,
k=m—n( ”>, r=(—»
Ty > Ty

= Qm . S
R e N = - e =
o o(T, — Tp) Mig »

P

01}

1 1 1 ! 1 L

0.6 1 14 18

Fig. 1 Combustion stability limit for different values of 9, (Om =0.3;

. A=1) with curve A: r = [k(1 + Q) — 11%/[k(1 + Q,,) + 1] and curve ZN:

r=( — 1)k +1).

02 ¢

Fig. 2 Combustion stability limits for different values of 0, (99, = 0.7;
A=1).

Figure 1 shows the stability limitat A = 1 and Q,, = 0.3 for different
values of #,,. The stability domain is located above the solid line.
The calculated stability boundaries are between two limiting curves
A and ZN for all k values. When this result is compared with that of
the classical approach?! stating stability limitat r = (k—1)2/(k+1),
it becomes obvious that melting decreases stability.

The result obtained for relatively small values of k and r is im-
portant. It shows the possibility of combustion instability for melted
EMatk < 1. Note that according to Ref. 21 the combustion without
melting is unambiguously stable at k < 1.

Figure 2 shows the stability limit at A = 1 and 9,, = 0.7 for
various values of Q,,. It is seen that when Q,, increases, the stability
boundary shifts to the left of basic line (Q,, =0), which means that
a domain of stable combustion becomes smaller in size.

A general character of the dependence of the stability limit posi-
tion on the Q,, and ¥, parameters is shown in Fig. 3 in coordinates
k* and r, where k* = (T, — Ty + Q,n/c)dlary, /3Ty =k(1 + Q,,).
With this coordinate transformation, all curves originate from the
point (1, 0). It is seen that the smaller the 1%, value on the line ex-
amined, the larger the distance between the origin of coordinates
and branching from the basic line r = (k* — 1)?/(k* + 1). The mag-
nitude of the curve r (k*) deviation from the basic line has a positive
dependence on Q,,.

The observed behavior of the curves has a simple physical mean-
ing. Note that the temperature profile in the bulk of the condensed
phase displays a peculiarity due to the phase transition only at
the distance x,, from the burning surface. When 0 <x < x,,, the
Mikhelson profile is realized in the steady-state regime, which co-
incides with that for EM without phase transitions but with reduced
initial temperature T = Ty — Q,,/c. It is easy to calculate that
Xm = [Aiiq/ (roCiigPiig)] b [(1 4+ Q1) / (91 + Q,n)]. Note also that the
harmonic thermal perturbations propagating with frequency w ~ f
in the bulk of EMs practically decay at a distance x,, ~ 1/./f.
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Fig. 3 Combustion stability limits in modified coordinates with curve
Asr=(k* — DK +1).

Obviously, with x,, < x,, the model is insensitive to phase tran-
sitions. For EMs without phase transitions, the results of Ref. 21
hold. Therefore, with x,, < x,, the stability limit coincides with
r = (k* — 1)?/(k* + 1). As the melting temperature decreases, the
thickness of the melted layer x,, increases. To preserve the equality
Xm = X, the branching point must be shifted along the basic line to-
ward lower frequencies that is, far from the origin of the coordinates.

Consider now the case of fairly low perturbation frequencies when
the characteristic distance of thermal wave decay x.,, becomes larger
than the thickness of melted layer x,,. It means that perturbations
reach the surface of phase transition. According to the Le Chatelier
principle, this must strengthen the decay of perturbations more when
the heat of the phase transition is larger. As a result, increase of Q,,
leads to increase of the stability domain at ©#,, = const in coordinates
rand k* = k(14 Q,,). This result reflects the dual nature of the effect
of melting heat on the combustion stability. At arbitrary melting
temperature, finite melting heat leads to the decrease of the stability
domain caused by the effective decrease of the initial temperature.
One may recognize this effect in Figs. 1 and 2 when analyzing the
position of the beginning (r =0) of curve A. At the same time,
with the given value of melting temperature, when the temperature
profile oscillations reach the liquid—solid interface, the melting heat
acts as a damper and plays a positive role in increasing combustion
stability in the plane r—k* (see Fig. 3). However, this does not change
the overall conclusion about the total negative effect of melting
heat on combustion stability because of the predominant influence
of the first factor. Note that calculations at r — 0 (the region of
high frequencies, see Figs. 1-3) require special analysis to take into
account finite transition times in the gas phase and in the condensed
phase reaction zone.?

IV. Burning Rate Response to Variations in Pressure

It is important from a practical point of view to predict the EM
combustion behavior under pressure variations in order to estimate
the possible growth of acoustic oscillations in the combustion cham-
ber. The burning rate responses have been calculated for reference
parameters selected according to published data’>~® and with pro-
vision of coincidence with experimental data on RDX burning rate
over the pressure range 1-90 atm. The reference parameters are
listed in Table 1.

The calculated results for R, = (Ary/r;)/(Ap/ p) at 70-atm pres-
sure are presented in Fig. 4. It is seen that the magnitude of the maxi-
mum of the pressure-driven burning rate response function decreases
with the increase of melting temperature and the corresponding de-
crease of the melted layer width. A qualitative explanation of such
behavior may be made as follows. According to the Le Chatelier
principle, a phase transition (melting) diminishes the amplitude of
oscillations of the thermal profile, but it works only at frequencies
not exceeding a certain limiting value. The lower the melting tem-
perature, the wider the melted layer is and the lower the limiting fre-
quency is. The reason why the curve 1 in Fig. 4 has a relatively small
maximum is that the melted layer is very narrow at 7, = 580 K.

Table1 Reference parameters for EM physicochemical properties

Parameter Value

Mig = Asol = 0.00055 cal/(cm s K)
Ceol = Cliq =03 cal/gK
Psol = Piiq = 1.72 glem?
L =112 cal/g
Qm = 38 (or 60) cal/g
m = 480 (or 580) K

Thermal conductivity

Specific heat of condensed phase
Density of condensed phase
Latent heat of evaporation
Latent melting heat

Melting temperature

Boiling temperature at T, =613 K
atmospheric pressure
Initial temperature To =300K

Condensed phase Arrhenius
activation energy

Condensed phase reaction heat

Gas phase Arrhenius
activation energy

Gas phase reaction heat

Gas reaction order

Pre-exponential factor

Ejiq = 47,100 cal/mol

Qiiq = 613 cal/g
E} = 15,500 cal/mol and
E> = 50,000 cal/mol
Q1 =725 cal/g and Q; = 235 cal/g
Ni=16and N, =1.6
A“‘-l = 1018‘3 l/S.
Agi = 10'°2 g/(cm? s atm™),
Agr = 1092 g/(cm® s atm™2)
M, = 222 g/mol
M; = 35 g/mol

Molecular mass of vapor

Molecular mass of
decomposition products

Molecular mass of
combustion products

M3 = 30 g/mol

28+

2.4 3

2.0 2

o 16 |

f, kHz

Fig. 4 Response function R, vs frequency of pressure oscillations (p =
70 atm, Ap/p = 0.02) with 1: T,,, =580 K, Q,, = 38 cal/g; 2: T,, =480 K,
Om =38 cal/g; and 3: T, = 480 K, Q,, = 60 cal/g.

Comparison of curves 2 and 3 (Fig. 4) indicates that increase
of melting heat leads to the loss of combustion stability, which is
in agreement with the results of analysis of intrinsic combustion
stability.

Analyzing Fig. 4 one may see that the behavior of burning rate
response function at high frequencies does not follow the classical
pattern with the diminishing response function magnitude to an in-
finitely small value. Instead, it is seen that at high frequencies the
response function reaches a finite magnitude. A similar result was re-
ported earlier in Ref. 21 for the common case when one does not use
an assumption of existence of unambiguous correlation between sur-
face temperature and burning rate. A simple qualitative explanation
of the result discussed follows from the theory of heat propagation
that states that the amplitude of oscillations of surface temperature
diminishes to zero at high frequencies of oscillating heat feedback
to the solid. In the case when the relationship r;, = r,(7;) holds,
this leads to diminishing amplitude of oscillations of the burning
rate. However, in the common case when such correlation does not
exist, the finite amplitude oscillations of r, at high frequencies are
possible.

V. Summary and Conclusions

The results of this study show that the effect of melting on the
combustion behavior of EM can be qualitatively explained from the
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point of view of classic thermal theory of combustion. If one assumes
that the increase in absolute value of the melting heat is equivalent
to the decrease of initial temperature of EMs, the observed decrease
of intrinsic combustion stability in response to small or finite pulse
perturbations of heat flux is the result of lowering the effective initial
temperature. The influence of initial temperature on the combustion
stability limit is determined by the closeness of calculated value
of parameter k = (T; — Ty)(dlr, /3 Ty) ), to its critical value, corre-
sponding to the boundary of stable combustion regimes. In the case
of gas phase reactions controlling the propellant burning rate, the
coefficient dbnr, /8T ~ E,/ Rng has a weak dependence on T, and
parameter k increases when initial temperature Ty decreases. Thus,
with Tj decreasing, the combustion stability becomes lower due to
the increase of parameter k. This statement works in the case of
small perturbations and may work in the case of finite amplitude
perturbations.

The effect of the magnitude of the melting temperature can be
qualitatively treated through the analysis of the interaction of ther-
mal disturbances with melting surface. When the thermal wave pen-
etrates deep into the bulk of EMs and reaches the melting surface,
the interaction with the heat sink caused by the EM melting leads
to the weakening (dissipation) of the thermal disturbance as follows
from the Le Chatelier principle. Therefore, the higher the melting
temperature (closer to the burning surface temperature), the higher
is the stability of transient combustion.

Calculations within the framework of the proposed mathematical
model for combustion of melted and evaporated EMs showed that
variations of the surface temperature are effectively reduced by sur-
face heat sink created by EM evaporation. This leads to the relatively
small magnitude of parameter r = (37,/87T;),, and to the relatively
weak frequency dependence of burning rate response to pressure
oscillations. It should be noted that such theoretical predictions still
have no actual confirmation in experiments.

To conclude, in the present work the influence of the melting heat
and the melting temperature on the combustion behavior of EMs on
self-sustaining combustion and under harmonic pressure variations
has been studied. It is shown that increase of heat loss on melting
decreases the intrinsic stability of self-sustaining combustion and
dynamic combustion under harmonic pressure variations. The in-
crease of melting temperature increases stability of self-sustaining
combustion.

In the future research, it would be useful to study the combustion
behavior of EMs with pressure drop. Preliminary calculations with
different depressurization times showed that the boundary of sta-
ble transition to the lower pressure combustion regime has a more
complicated character, as was expected. It is also of interest to study
the peculiarities of radiation-driven transient combustion of melted
and evaporated EMs. In addition, the possible effects of thermally
induced mechanical deformations on the combustion behavior of
crystalline melted EMs have to be estimated.

Appendix: Equation for the Combustion
Stability Boundary

Similar to Ref. 21, the problem is reduced to the analysis of
the solution of the thermal conductivity equation in the system of
coordinates attached to the surface. That at temperature T = T,, the
melting is followed by both the thermal effect —Q,, and the change
in the coefficient of thermal conductivity (with T < T,,, A = A, and
with T > T,,, A = Ay) is taken into account.

Introducing the dimensionless parameters

the problem takes the form

9 . 13w

e R e

—r N e H
b e S

5 " av
rp =r/l(<0)v Q= —(Ov T)

2(0, 7) = ¥, (p), T

v  _ a9 %

3r g =ap D=0 IHE@,D =0
H(t)<é <o
189 a0 s e A
== ==| —O0nVm V=47
L a "

Here the variability of Cp is neglected; the superscript 0 and
subscripts 0, s, and m refer to the steady-state regime, the initial
state, the surface, and the melting point. The functions ¥, (g) and
ry(g) are assumed to be known from either experiment or steady-
state regime calculations. The stationary solution to the system has
the form

i <0
A e e 0<E<H
1 —exp(—AH)
9O= 9, - H<§<o0
1 D2k 1
H = =[l.A, Az utl
3, Om + Uy

Let us linearize the problem in the vicinity of the steady-state
regime assuming that

9 =00+ 89 (e, 7y =1+ 8rye”

H=H"+5He", ©=21f(A/Cp)ar [ (13)’
After linearization we get the system of equations

1 d259
d¢ — x dg2’

1-19, ~ dsd
i

wb® + 87 d——

O0<&<H
(A1)
dso  d*sv

= =(E—-H)
wd® + 8rydye = E = dfz ,

H<&<oo (A2

When solving the system, we do not use boundary conditions
in the Eq. (A1) case that leads to the appearance of undetermined
constants D, and D,. Solution of Eq. (A2) is found using conditions
89 (00) =0and —v,,6 H + 59 (H) =0,

88 = (O + On)[—8F(h/w)e ™6 ) 4 Dy ek 4 pyehalt]
O0<é<H
80 = —(Om/w)8rpe™ ¢~ + 9,6 "D SH + (1/w)73]

H<£ <00

ki =0.5(1+ /1 +4w/2),
ks = 0.5(1+ v1+4w)

The preceding solutions provide useful relationships,

800 = (Om + ¥m)[—8F,(A/@)A + D, + D;]  (A3)

k=1-k

) B s
= (Om + %m)2 [5”);/‘ — kD, — kzDz] (A4)
0

dso
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88u-0=(0m + 9m)[-87, (/@) + D1 A" + D,A7%] - (AS)
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Let us take into account four linearized boundary conditions that
were not yet used,

do?
80|y_o=—8H—
4§ 1y o
Y dsvy d?y0 dsv
e TR
A 3 PPEPSRE ) P S PP P
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The equation of stationary thermal balance, A, dT/dx =
(CP)sors (T — To + Qm/ Csa1), differentiated with respect to param-
eter Tp was used on linearization. Substituting expressions (A3—
Al1) for the values included into the four boundary conditions, we
get four linear equations for 8H, 8r,, Dy, and D, with the right-
hand sides equal to zero. Thus, a corresponding determinant must
be equal to zero. It depends on the parameters w, r, k*, &,,, O,
and A. Assuming that @ =iAs and i = /—1, we obtain a complex
determinant. By equating it to zero for the fixed ¥,,, O, and A, a
parametric (with parameter s) dependence r (k*) at the boundary of
the oscillating instability of the initial problem solution to the action
of small perturbations is derived. Simplifying the determinant, we
get the representation of the boundary in the form

89(0) =

BEI[J,‘JIZO, bl,l =0, 'b1‘2=k*+isr, b|'3=1
b1'4=1, b2'1=0, b2,2=k*+is(r+k*——1)
by3 = ki, bys =k, by =1, by, =0
by3 =AM, b eATh

5 A 0, 452
450= s = =
On+0n (1 4/1+4isk)°
by =0, by =k AN, bys = kAT

Solution to the Re(B) =0, Im(B) = 0 system using the Mathcad
3 computer code is given in Figs. 1-3.
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