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Abstract. We studied the accuracy of the discrete dipole approximation (DDA) for 
simulations of absorption and scattering spectra by gold nanoparticles (spheres, cubes, and 
rods ranging in size from 10 to 100 nm). We varied the dipole resolution and applied two 
DDA formulations, employing the standard lattice dispersion relation (LDR) and the 
relatively new filtered coupled dipoles (FCD) approach. The DDA with moderate dipole 
resolutions is sufficiently accurate for scattering efficiencies or positions of spectral peaks, 
but very inaccurate for e.g. values of absorption efficiencies in the near-IR. To keep relative 
errors of the latter within 10% about 107 dipoles per sphere are required. Surprisingly, errors 
for cubes are about 10 times smaller than that for spheres or rods, which we explain in terms 
of shape errors. The FCD is generally more accurate and leads to up to 2 times faster 
computations than the LDR. Therefore, we recommend FCD as the DDA formulation of 
choice for gold and other metallic nanoparticles. 

Keywords: discrete dipole approximation, gold nanoparticles, absorption, scattering, 
simulation, accuracy. 

1 INTRODUCTION 
Plasmon resonance in metal nanoparticles has gained increasing interest in recent years [1-4]. 
Applications of these nanoparticles are based on their ability to concentrate electromagnetic 
energy into subwavelength regions and include surface-enhanced Raman scattering [5] and 
fluorescence [6,7]. In biological applications nanoparticles are conjugated with different 
molecules, which allow them to be localized in particular biological cells or compartments 
when introduced into a sample or a tissue [1]. This localization is further used for specific 
imaging [8] and photodestruction [9], as well as for sensing local chemical environment [10]. 
Development in this field is pushed by many different methods to produce nanoparticles of 
different size, shape, and composition, based on chemical synthesis [2,11] or nanolithography 
[12,13]. 

Simulation of interaction of light with nanoparticles is an important part of the scientific 
progress [1,3,14-16]. It is used to both validate existing nanostructures and to aid design of 
new ones with specific properties. Several methods can be used for particles of arbitrary 
shapes: the boundary element (surface-integral equation) method [17,18], the null-field 
method with discrete sources [19,20], the finite difference time domain method [21], and the 
discrete dipole approximation (DDA) [22-24]. The latter is widely used for simulation of 
optical properties of gold nanoparticles, due to its versatility and public availability of 
efficient computer implementations [25,26]. Moreover, the DDA can be used for particles in 
complex environments, such as particles near a surface [7,27-29] and arrays of nanoparticles 
[30-32]. 
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Agreement between the DDA simulations and experiments for extinction spectra of gold 
nanoparticles has never been perfect [22,33,34]. However, the disagreement is attributed 
mostly to uncertainties in particle shape [33,34] and in the gold refractive index [22]. 
Moreover, researchers are mainly interested in position of resonance peaks in the spectrum. 
For instance, "excellent agreement" is stated [35] when peak position is accurately described 
but extinction values at particular wavelengths disagree by a factor of two. 

The accuracy of the DDA itself for scattering of light by gold nanoparticles is usually 
quoted as "good enough if a large enough number of dipoles is used", i.e. the discussion is 
qualitative with no error measurements available [36-39]. The fraction of surface dipoles has 
been discussed as a criterion of DDA accuracy [36,40]. However, this has little predictive 
power except for general trends that accuracy improves with increasing number of dipoles. In 
a couple of papers DDA results are plotted together with exact reference results in the same 
graph for spheres [37] and spheroids [38]. These graphs show that errors of extinction 
efficiency at particular wavelengths can be as large as 50%. Moreover, a reliable 
identification of small side peaks in the spectrum is hampered by DDA errors [37]. Similar 
results have been obtained for silver nanospheres [14]. 

Although DDA simulations for nanoparticles mostly focus on extinction efficiency, as this 
is usually measured experimentally, several researchers have studied its constituents – 
absorption and scattering efficiencies – separately [38,40,41]. This should result in a better 
understanding of DDA errors, especially their size dependence. Moreover, absorption 
efficiency is relevant to practical applications involving optical heating of nanoparticles. It is 
also important to note that all papers mentioned above used the lattice dispersion relation 
(LDR, [42]) formulation of the DDA or its modification [43]. Other formulations for DDA, 
e.g. filtered coupled dipoles (FCD, [44]) or integrated Green’s tensor [45] may be more 
suitable for the metallic refractive indices [46]. However, to the best of our knowledge, they 
have never been tested for such refractive indices, except Ref. 47. 

In this manuscript we report on DDA accuracy for simulations of light scattering by gold 
nanoparticles. We chose three particle shapes (a sphere, a cube, and a rod) and two sizes (10-
100 nm) and computed absorption and scattering spectra, using a range of discretizations 
(number of dipoles) and two DDA formulations (FCD and LDR). We show graphs of relative 
errors of calculated quantities versus wavelength, as well as errors of position and amplitude 
of the main spectral peak. The DDA formulations are not only compared in terms of 
accuracy, but also in terms of computational time. 

2 METHODS 

2.1. Model particles 

We considered the following gold particles: two spheres (diameters D = 10 and 100 nm), two 
cubes (edge sizes D = 10 and 100 nm), and a rod (cylinder with hemispherical caps, diameter 
20 nm, total length 90 nm). The incident light propagates along the z-axis and is polarized (E-
field) along the x-axis. Cubes are oriented with edges along the coordinate axes, and the rod is 
oriented with symmetry axis along the x-axis. While this does not represent the most usual 
experimental condition (as random orientation), it emphasizes the longitudinal plasmon 
resonance. 

The refractive index of gold nanoparticles is a controversial issue [22]. However, although 
the specific values of the bulk refractive index (and size corrections to account for surface 
damping) will have a significant impact on simulation results, they are too small to 
significantly alter the DDA accuracy (as long as the same refractive index is used for the 
DDA and the reference method – data not shown). Therefore, we used data for bulk refractive 
index by Johnson and Christy [48] without size corrections in the wavelength range 
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[0.398,0.822] μm. Additionally we interpolated these data near the spectral peaks to improve 
spectral resolution down to 5 nm. 

We consider all our test particles in vacuum. This causes our simulated spectra to look 
different (in particular, peaks are blue-shifted) from the ones most often found in the 
literature, when gold particles are suspended in water. Although our choice may lead to 
certain exaggeration of the problems with DDA accuracy, our results are still general enough 
and can be applied to particles in water by rescaling wavelength and refractive index. 
Moreover, some of our results may be interesting per se in applications involving 
nanoparticles deposited on surfaces in air. 

2.2. Simulation methods 
The DDA is a general method to compute scattering and absorption of electromagnetic waves 
by particles of arbitrary geometry and composition. It solves the Maxwell equations in the 
frequency domain employing volume discretization. Initially the DDA (sometimes referred to 
as the "coupled dipole approximation") was proposed by Purcell and Pennypacker (PP) [49], 
who replaced the scatterer by a set of point dipoles. These dipoles interact with each other and 
the incident field, giving rise to a system of linear equations, which is solved to obtain dipole 
polarizations. All the measured scattering quantities can be obtained from these polarizations. 
This approach was further developed by Draine and coworkers, who popularized the method 
by developing a publicly available computer code (see e.g. [50]). The DDA can also be 
derived from the integral equation for the electric field, which is discretized by dividing the 
scatterer into small cubical subvolumes [51]. However, the final equations, produced by both 
lines of derivation of the DDA, are essentially the same. An extensive review of DDA, 
including both theoretical and computational aspects, was recently performed by Yurkin and 
Hoekstra [46]. 

As a numerical implementation of the DDA we used ADDA v.0.79 [25], which is capable 
of running on a cluster of computers parallelizing a single DDA computation [52]. We used 
two DDA formulations: the LDR [42] and the FCD [44]. A thorough discussion of the FCD 
and its implementation in ADDA is given in a separate paper [47], while here we only 
evaluate FCD performance for gold nanoparticles. We used the default iterative solver in 
ADDA (quasi minimal residual – QMR [53]) and set the stopping criterion to 10−10. This was 
done to eliminate any possible influence of this value on final results, e.g. when DDA 
accuracy is very good. Note however that the default value of 10−5 is sufficient for most 
practical applications. Acknowledging the latter fact we use the 10−5 threshold when 
analyzing the required number of iterations for convergence, which is directly connected to 
computation time (see Fig. 5). We employed volume correction (a default option in ADDA), 
which ensures that the dipole discretization of the particle has the correct volume. This is not 
expected to significantly influence results, especially for fine discretizations [52]. All DDA 
simulations were performed on the Dutch compute cluster LISA [54]. 

We varied the number of dipoles to discretize the particle shape over a wide range. 
Common criteria, defined in terms of dipole size parameter or number of dipoles per 
wavelength, are no longer relevant for DDA simulations of nanoparticles. Instead we use the 
number of dipoles along the x-axis (nx) as a measure of discretization. nx was varied in the 
range 16-256, 8-64, and 72-576 for spheres, cubes, and rods respectively. The number of 
dipoles per rod diameter (nz) was varied from 16 to 128. The largest number of dipoles per 
particle was 9×106 requiring 8 GB of RAM. 

To obtain reference results for spheres we used the Mie theory. The relative accuracy of 
the Mie code that we used is at least 10−6 [55]. For the rods we employed the T-matrix code 
by Mishchenko [56,57] modified to calculate extinction and scattering cross sections for 
particles in a fixed orientation. Elongated gold nanorods are on the edge of the code’s 
applicability (even using extended precision arithmetic), therefore it is hard to put exact 
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numbers on the T-matrix accuracy. However, based on the convergence behavior of T-matrix 
results with increasing order of multipoles (data not shown) the relative accuracy is expected 
to be better that 1%. 

To the best of our knowledge no freely available code based on analytical or semi-
analytical methods, such as the T-matrix method, exists to accurately simulate light scattering 
by cubes smaller than wavelength. Therefore, we used an extrapolation technique of the DDA 
results. In short, several DDA simulations for the same particle are performed, varying only 
the level of discretization. Then the measured quantity of interest is plotted versus dipole size 
and is extrapolated to zero dipole size using a second order polynomial. All details together 
with a theoretical foundation are described elsewhere [58]. This technique provides not only 
the reference results but also estimates of errors on those results. Extrapolation is based on 
simulations of light scattering by cubes with nx = 64, 80, 96, 112, and 128 using the LDR. 
Convergence of the FCD with refining discretization is less smooth and hence requires further 
study to be used for extrapolation [47]. Estimates of the extrapolation errors are shown in 
Fig. 3. 

3 RESULTS AND DISCUSSION 
The reference spectra for all test particles studied in this manuscript are shown in Fig. 1. They 
were calculated with methods described in Sec. 2.2. Spectral peaks for spheres and cubes are 
located between 500 and 600 nm, while peaks for a rod are shifted to about 720 nm. One can 
also see that scattering efficiency (Qsca) is much smaller than absorption efficiency (Qabs) for 
10 nm particles and to a lesser extent for a rod, but is comparable to absorption for 100 nm 
particles. We discuss this further at the end of this section. In the following we analyze 
relative errors of the DDA for all five test particles and consider separately absorption and 
scattering efficiencies, because these two scattering quantities show markedly different 
behavior. 

Accuracy results for the spheres are shown in Fig. 2. In the sequel we consider only 
absolute values of relative errors. Moreover, we show results of several discretizations 
(characterized by nx) using the FCD and only two discretizations using the LDR. We consider 
FCD more suitable for simulating light scattering by gold nanoparticles, while two different 
discretizations are enough to assess the difference between LDR and FCD. We assume that 
10% is a typical desired accuracy for absorption and scattering efficiency, although it surely 
depends on the particular application. The errors are relatively small for wavelengths smaller 
than about 550 nm, where spectral peaks are located, but quickly increase for larger 
wavelengths. There is a large difference between accuracy of Qabs and Qsca. nx = 32 is 
generally enough for 10% accuracy of Qsca over the whole wavelength range for both FCD 
and LDR, but even the highest used discretization nx = 256 (FCD) leads only to 10-20% 
accuracy of Qabs in the near-IR range. The influence of size is moderate: errors for 100 nm are 
generally 10-30% larger than that for 10 nm. The LDR is less accurate for Qabs than the FCD 
(up to two times), but is slightly more accurate for Qsca. 

Results for the cubes are shown in Fig. 3, also showing the estimated errors of reference 
spectra obtained by the extrapolation technique (see Sec. 2.2). The general tendencies of 
increasing errors with wavelength, a much better accuracy of Qsca than that of Qabs, and the 
size influence are the same as for spheres. The behavior of the LDR vs. the FCD is somewhat 
different. The LDR is comparable to the FCD for Qabs (more accurate nx = 16 but less accurate 
for nx = 64), but is clearly less accurate for Qsca. However, the largest difference between the 
cubes and the spheres is the remarkably smaller value of the errors. It is smaller by a factor of 
10 for the same nx. In other words, nx = 32 (FCD) is enough for 10% accuracy of Qaba, and nx 
as small as 8 leads to only several percent error in Qsca. This shape effect is further discussed 
below. 
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Our choice of a rod as the last test particle is based on position of its spectral peaks in the 
near-IR and its intermediate shape between spheres and cubes. The latter can be explained by 
considering two factors of the influence of particle shape on the DDA accuracy. The first 
factor is whether the particle shape can or cannot be precisely described by a set of cubical 
dipoles. The errors are expected to be generally larger for the latter particles due to the shape 
errors [58]. The second factor is the notion that "spheres are special" [59], i.e. the results for 
spheres (both scattering quantities themselves and their errors when simulated with DDA) are 
markedly different from most other shapes. In the Rayleigh domain, this can be explained by 

0.4 0.5 0.6 0.7 0.80.4 0.5 0.6 0.7 0.8
10-5

10-4

10-3

10-2

10-1

1

10

Wavelength, μm

(b) scattering

E
ffi

ci
en

cy

Wavelength, μm

 sphere 10 nm 
 sphere 100 nm
 cube 10 nm
 cube 100 nm
 rod 20×90 nm

(a) absorption

 
Fig. 1. Reference absorption (a) and scattering (b) spectra in logarithmic scale for all 
five test particles used in this manuscript (see text). 
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Fig. 2. Relative errors of Qabs (a, b) and Qsca (c, d) computed using the FCD and 
LDR formulations of the DDA, varying the number of dipoles, for gold spheres with 
diameter 10 nm (a, c) and 100 nm (b,d). 
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the analysis of depolarization factors [60] or equivalently of the spectrum of the DDA 
interaction matrix [61]. For a Rayleigh sphere this spectrum consists of a single point, while 
for other shapes it contains at least several points or even a quasi-continuous distribution. In 
terms of the first factor a rod is closer to a sphere, and in terms of the second to a cube. 

Accuracy results for the rod are shown in Fig. 4. The difference in accuracy of Qabs and 
Qsca is about a factor two, which is much smaller than for other shapes. Maximum relative 
errors for the rod are located near the spectral peak, where the convergence of DDA with 
refining discretization is generally less uniform (this is also true for other shapes), causing 
oscillations in the error graphs. So we can only conclude that the LDR and FCD have 
generally comparable accuracy for the rod. Moreover, comparing the accuracy of a particular 
scattering quantity for the rod to that of spheres or cubes is hampered by the lack of a 
universal discretization measure. For instance, the latter may be the number of dipoles per the 
smallest particle dimension (ny) or the total number of dipoles used to discretize the particle 
(∼nxny

2). If considering the same ny, Qabs of the rod is about twice more accurate than that for 
the sphere, but still much less accurate than that for the cubes. However, the accuracy is 
comparable if the same total number of dipoles, which determines computational time, is 
considered. In both cases, accuracy of Qsca for the rod is much worse than that for the spheres. 
From these data we can conclude that the rod is more similar to the spheres than to the cubes 
in terms of the DDA accuracy. Hence, the influence of particle shape seems to be mostly due 
to the shape errors, which are the larger part of errors for the rod and the spheres. 

Many researchers are interested in the spectral peaks and not in values of Qabs or Qsca at a 
particular wavelength. Acknowledging this fact we report the errors of peak position and 
amplitude in Table 1. Each peak was described by a parabola through three points of the 
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Fig. 3. Relative errors of Qabs (a, b) and Qsca (c, d) computed using the FCD and 
LDR formulation of the DDA, varying the number of dipoles, for gold cubes with 
size 10 nm (a, c) and 100 nm (b,d). Estimated errors of the references are also 
shown. 
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spectrum spaced by 5 nm (central point is the maximum one). Errors for absorption and 
scattering peaks are generally comparable, in contrast to the results for spectra. Errors for the 
cube and spheres are acceptable even for nx = 32, which can be explained by the moderate 
refractive index in the corresponding wavelength range. Rod shape leads to significantly 
larger errors, especially considering larger total number of dipoles for the same ny. However, 
it is satisfactory for many practical applications using as small ny as 32 (nx = 144). The cubes 
have the smallest errors, in agreement with the results for spectra. However, the difference 
between different shapes is not that pronounced. The LDR and the FCD have similar 
accuracy for the spheres and the cubes, but the situation is markedly different for the rod. The 
FCD is comparable to the LDR in describing peak position, but has very large errors of peak 
amplitude. On the contrary, the peak amplitude for the rod computed with the LDR has an 
accuracy comparable to that for the spheres and cubes. Moreover, the convergence of peak 
characteristics with discretization is irregular for the rod, which can be explained by the same 
arguments as used above for Fig. 4. 

Computing spectra of nanoparticles with the DDA is an intensive computational task, 
especially if orientation averaging is required. Computational time for a single orientation 
depends on the number of iterations and time per iteration. The former is determined mainly 
by the size and refractive index and the latter by the total number of dipoles [52]. The number 
of iterations (for one run of the iterative solver) versus wavelength for the spheres (nx = 128) 
is shown in Fig. 5. The size has only moderate influence on the results, which is expected for 
particles smaller than the wavelength (in contrast to larger particles [52]). The FCD shows 
acceleration compared to the LDR from 1.5 to 2 times for λ > 600 nm. Results for other 
shapes are similar (data not shown). Possible reasons for better computational performance of 
the FCD, in terms of e.g. a more favorable spectrum of the DDA interaction matrix, are 
discussed elsewhere [47]. 

Figure 5 also reflects the rapid increase of the computational time with wavelength. Using 
the FCD, the number of iterations for λ > 700 nm is about 20 times larger than for 
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λ < 500 nm. This problem is further aggravated by the increase of errors with wavelength for 
fixed discretization (discussed above). If a fixed accuracy is required, larger nx should be used 
for larger wavelengths, resulting in an additional increase of computational time. 

All these results support the conclusion that the DDA simulates Qsca much more 
accurately than Qabs. We do not have a ready explanation of this fact except for the following 
hint. For Rayleigh particles light scattering properties are fully determined by the 
polarizability tensor of the whole particle. In particular, for simulations presented in this 
manuscript Qsca ∼ |αx|2 and Qabs ∼ Im(αx) [55], where αx is x-component of the diagonal 
polarizability tensor. Therefore, we can conclude that DDA errors of the complex number αx 
are mostly in phase and not in amplitude. However, the exact reasons for that are still unclear. 

So far we have discussed Qabs and Qsca because their accuracy is markedly different, 
however many practical applications deal with extinction efficiency Qext, which is a sum of 
the two. The analysis of errors of Qext is hampered by different dependencies of its 
constituents on size parameter x: Qsca ∼ x4 and Qabs ∼ x (in the Rayleigh regime, [55]). 

Table 1. Errors of peak position and amplitude for absorption and scattering spectra. 

   Error of peak position, nm Relative error of peak amplitude, % 
   D = 10 nm D = 100 nm D = 10 nm D = 100 nm 

shape formul. ny abs sca abs sca abs sca abs sca 
sphere FCD 32 5.8 2.6 4.0 2.9 1.5 0.8 2.6 1.3 

 128 1.5 0.8 1.1 0.5 0.4 0.2 0.7 0.4 
LDR 32 5.8 2.8 4.0 2.4 1.6 1.0 2.7 1.8 

 128 1.5 0.7 1.0 0.6 0.4 0.3 0.7 0.5 
cube FCD 16 0.2 1.3 1.4 0.5 0.3 0.8 0.7 2.7 

 64 0.1 0.0 0.5 0.2 0.1 0.6 0.1 0.6 
LDR 16 0.1 0.8 1.1 0.4 0.6 2.1 0.5 2.4 

 64 0.2 0.5 0.1 0.1 0.6 1.1 0.2 1.0 
   abs sca abs sca 

rod 
20×90 

nm 

FCD 32 5.0 5.6 9.8 22 
 128 2.7 6.7 9.6 20 

LDR 32 7.9 8.4 0.3 2.0 
 128 2.4 3.6 0.6 2.2 
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Fig. 5. Number of iterations required by the QMR iterative solver for a gold sphere 
with diameters 10 nm and 100 nm using the FCD and LDR formulations of the 
DDA. Stopping criterion 10−5 and nx = 128 were used. 
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Therefore, Qsca << Qabs for x << 1, and vice versa for x ∼ 1. The boundary value of sphere 
diameter, for which Qsca = Qabs, is shown in Fig. 6(a) versus wavelength. This boundary is in 
the middle of the typical size range of gold nanoparticles. Therefore, the relative errors of Qext 
strongly depend on the particle size – it is similar to that of Qabs and Qsca for smaller and 
larger particles respectively. For example, this behavior for a particular wavelength 
(0.694 μm) is shown in Fig. 6(b). It is important to note that size dependence of both Qabs and 
Qsca is much less pronounced than that of Qext. In this particular respect (concerning DDA 
accuracy), absorption and scattering seem to be more fundamental than extinction. Moreover, 
Fig. 6(b) explains why very large errors of Qabs were not noticed in studies calculating the 
extinction spectrum of relatively large particles (e.g. 300 nm spheres, [37]). 

Another quantity, relevant for certain applications, is radiation pressure efficiency Qpr 
[62]. However, it is approximately equal to Qext for particles smaller than the wavelength 
[55]. Therefore, we do not discuss it separately in this manuscript. 

4 CONCLUSION 
The main general conclusion is that caution should be exercised when the DDA is applied to 
simulate optical properties of gold nanoparticles. It can successfully predict position and 
amplitudes of spectral peaks, using moderate discretization (32 dipoles per shortest particle 
dimension). However, a much finer discretization (4-8 smaller dipole size) is required to keep 
the relative error of Qabs in the wavelength range [600,800] nm within 10%. Therefore, an 
accuracy study of DDA for a particular application is advised to achieve a compromise 
between computational speed and accuracy of a specific scattering quantity. Universally 
accurate DDA results may be too computationally expensive to compute. 

The largest errors are observed for Qabs of the spheres and the rod. Fortunately, the errors 
for the cubes are an order of magnitude smaller for the same dipole size. Supposedly, the 
situation is similar for other shapes that can be exactly described by a set of cubical dipoles 
due to absence of shape errors. For other shapes the accuracy of DDA may be significantly 
improved by employing weighted discretization of the particle surface [63]. However, this 
improvement has not been yet implemented in any publicly available DDA code, and hence is 
left for future research. 

The relative errors of Qsca are about 10 times less than that of Qabs for the spheres and the 
cubes, but only 2 times for the rod. Accuracy of Qext is similar to that of Qabs for smaller and 
to that of Qsca for larger particles. The boundary diameter for the spheres is 50-200 nm in the 
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Fig. 6. (a) Boundary value of diameter of a gold sphere, for which Qabs = Qsca, versus 
wavelength. (b) Relative errors of Qext, Qsca, and Qabs of a gold sphere computed 
using the FCD formulation of DDA as a function of sphere diameter. Wavelength 
0.694 μm (m = 0.129 + 4.01i) and nx = 64 were used. 
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wavelength range [400,800] nm. Therefore, accuracy of Qext can be unusually poor for 
sufficiently small nanoparticles. 

We compared two DDA formulations: the FCD and the LDR. None of them can claim 
conclusive superiority in terms of accuracy, although the FCD is generally more accurate. 
However, the FCD results in up to 2 times faster convergence of the iterative solver. 
Therefore, we recommend using the FCD instead of the standard LDR for gold nanoparticles, 
which is facilitated by the fact that the former is implemented in the publicly available code 
ADDA. 

We considered all test gold particles in vacuum, which may lead to certain exaggeration 
of the problems with DDA accuracy as compared to particles in water. However, all 
conclusions should hold for the latter. Moreover, similar conclusions are expected to be true 
for the silver nanoparticles due to the similar refractive index spectrum, although it would be 
a subject of further study. 

5 IN HONOR OF CRAIG BOHREN 
As this paper will appear in a special issue, dedicated to 70th birthday of Craig F. Bohren, one 
of the authors (AgH) wishes to spend a few words on some good memories. It was in 1991 
that I met Craig Bohren during the Optical Particle Sizing conference in Tempe, Arizona. 
Craig Bohren was sitting in front of the room, making many notes and at the end of the 
meeting he was asked by the organizer (Dan Hirleman) to provide a summary. Craig did that 
by making many (very) critical remarks, and then ending his summary with "If I failed to 
offend you all, I apologize". I just started as a PhD student and this made a deep impression 
on me. Together with Peter Sloot I joined a post-conference trip to the Grand Canyon (for 
pictures of participants, see Applied Optics, vol. 30, nr 33, 1991, page 4687). We were in a 
minivan together with Craig Bohren, Henk van der Hulst, and Dan Hirleman. While driving 
we saw this beautiful rainbow. We stopped the car, and admired it, using our Polaroid 
sunglasses to observe the polarization. This made an even bigger impression, being amidst 
these giants of the light scattering community, together observing a rainbow. I guess one of 
the reasons that I am still in science is this great moment at the start of my career. 

We wish to congratulate Craig Bohren and thank him for the deep impact that he and his 
work has made on us. 
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