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#### Abstract

A correlation between volumetric properties and hydrophobicity of the surfactant molecule hexaethylene glycol monooctyl ether $\left(\mathrm{C}_{8} \mathrm{E}_{6}\right)$ in aqueous solution is studied. Molecular dynamic models of a single $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule surrounded by 7075 water molecules were simulated and analyzed for different temperatures at ambient pressure. The apparent volume ( $V_{\text {app }}$ ) of the solute molecule was calculated. The intrinsic volume of the solute molecule ( $V_{\text {int }}$ ) was defined as the volume of the Voronoi region of the solute molecule (calculated on the basis of power (radical) Voronoi tessellation). It is shown that the contribution of the hydration water to the apparent volume ( $\Delta V=V_{a p p}-V_{\text {int }}$ ) is negative for lower temperatures and becomes positive for higher temperatures. The degree of hydrophobicity of $\mathrm{C}_{8} \mathrm{E}_{6}$ was also calculated by two different methods. It was shown that the solute molecule is hydrophilic at lower temperatures and becomes hydrophobic with temperature increase. This change occurs at a temperature which coincides well with the temperature, where the volumetric characteristic $\Delta V$ changes its sign.
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## 1. Introduction

Alcohol ethoxylates are a basic class of nonionic surfactants, which are widely used as emulsifiers in food, pharmaceuticals, and cosmetics; in detergents, household and industrial cleaners; in agriculture, textile, paper, oil and other industries. All such molecules are amphiphilic, tending to dissolve in both aqueous and oil phases and reduce the surface tension of liquids. If the molecule consists of a hydrophobic linear alkyl chain with $n$ C-atoms, a hydrophilic tail of $m$ ethylene-oxide units, and a terminating hydroxyl group, it is abbreviated as $C_{n} E_{m}$ [1], Fig. 1. We study here a hexaethylene glycol monooctyl ether $\left(\mathrm{C}_{8} \mathrm{E}_{6}\right)$ molecule in water. Aqueous solutions of this surfactant exhibit a lower critical solution temperature (LCST) and change its transparency with heating. This transition temperature, being referred to as cloud point, is close to 348 K [2]. This transition is a consequence of the fact that $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules become more hydrophobic with temperature increase and thus show an increased tendency for mutual aggregation.

The hydrophobic properties of molecules of the $C_{n} E_{m}$ family were studied in [2] by molecular dynamics simulations. The degree of hydrophobicity was characterized there by the strength of interaction with a hydrophobic test particle, quantified by the difference

[^0]between the free energy of a neon atom in the vicinity of the solute and in bulk water. The calculation of free energies was performed by the Widom test particle insertion method [3,4]. It was shown that the free energy difference changes its sign at a temperature, which corresponds to the experimental cloud point of the solution [2].

Hydrophobic particles tend to aggregate spontaneously in water, driven by the so called hydrophobic interaction [5]. As implied above for the special case of interaction with a neon atom, a measure of hydrophobicity is the free energy of the hydrophobic interaction between the solute molecules. If this energy is negative, aggregation occurs [5]. Hydrophobic interaction manifests itself in numerous phenomena [6], including the processes of self-assembling, formation of micelles and bilayers and protein folding. The free energy of hydrophobic interaction is a component of the total solvation free energy for two or more solute molecules in water. For the calculation of this component one can use thermodynamic cycles, connecting the states of solutes in solution and in vacuum $[7,8]$. Solvation free energies can be calculated with the help of multistate Bennett acceptance ratio method (MBAR) [9,4,10].

Another important characteristic of a solution is the partial molar volume (PMV) of its components. For infinitely diluted solutes its PMV correspond to the so-called apparent volume ( $V_{a p p}$ ) of the solute [11]. The term is usually used when working with computer models of solutions with a single solute molecule in the model box. According to the well-known legend, Archimedes found the volume of the golden crown, assuming it is equal to the volume of the
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Fig. 1. Amphiphilic molecule $\mathrm{C}_{8} \mathrm{E}_{6}$.
displaced water. But for a molecule the observed increase in the solution volume has contributions from both the solute molecule and the changing of the solvent structure around the solute. Thereby, the observed apparent volume can be written as [12-15]:
$V_{\text {app }}=V_{\text {int }}+\Delta V$.

Each of the two contributions can be further decomposed into separate contributions. The intrinsic volume $V_{\text {int }}$ includes the van der Waals volume of the solute molecule, internal voids and a part of the empty space from the boundary region between solute and solvent. The contribution $\Delta V$ originates from the density change of the solvent. It is considered as the difference between the solvent volume in the solution, being influenced by the presence of the solute, and the volume of the same amount of the pure solvent. One can try to extract different components for $\Delta V$ [16-19]. However, in this paper we deal with the division of the apparent volume into two main components, according to formula (1).

In this paper we study the volumetric and thermodynamic properties of a $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule in aqueous solution at different temperatures. We calculate the contribution $\Delta V$ of the water to the apparent volume of the solute molecule and its hydrophobicity to investigate the behavior of these characteristics with temperature.

## 2. Methods

### 2.1. MD details

A set of molecular dynamic models of aqueous solutions of $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule was generated for different temperatures in the interval from 250 to 400 K in 10 degree increment at ambient pressure. Each model contains one molecule of $\mathrm{C}_{8} \mathrm{E}_{6}$ and 7075 water molecules. Such a relatively large amount of water guarantees the absence of interaction of the solute molecule with its periodic images. The simulation was performed using GROMACS package [20]. Methyl and ethylene groups were represented by united atoms with the force-field proposed in [21,22]. For water-water interactions we used TIP4P-Ew model [23]. The solute-solvent interaction was calculated according Lorentz-Berthelot mixing rules.

One nanosecond relaxation period with Berendsen barostat and V-rescaling thermostat was followed by a productive run of 20 ns. Parrinello-Rahman pressure coupling [24] and Nose-Hoover temperature coupling [25] were used for the production runs. The values of the time constants for pressure and temperature coupling were of 1.0 ps and 0.5 ps respectively. Fast particle mesh Ewald summation was applied for electrostatic interaction [26] with a real space cutoff of 1.2 nm and a grid spacing of 0.12 nm and fourth-order interpolation.

Van der Waals interactions were cutoff at 1.2 nm with long range dispersion corrections for energy and pressure. Integration step of 2 fs was used, and the configurations were sampled every 10 ps for the further processing.

### 2.2. Apparent volume calculation

From the point of view of an experimenter the apparent volume is defined as the difference between the volume of the solution and the volume of the corresponding amount of pure solvent. In the case of molecular dynamics simulation the apparent volume can be found as the difference between the mean volume of the model box containing the solution and containing the pure solvent:
$V_{\text {app }}=\left\langle V_{\text {box }}{ }^{\text {Solution }}>-\left\langle V_{\text {box }}{ }^{\text {Solvent }}>\right.\right.$.
Both systems should be generated at the same pressure and temperature, and the number of water molecules in pure solvent should be the same as in the solution.

However, in some cases this direct method gives insufficient accuracy, see [19] and references therein. The value $V_{\text {app }}$ in formula (2) is the difference of two relatively large quantities, each of them being calculated with an error. The error can be small, around $0.1 \%$, and it can be neglected in many cases. However, as the apparent volume represents usually a small part of the model box volume, its error may become quite high. Indeed, if it is one-hundredth of the model box volume ( $V_{\text {app }} \sim 10^{-2} V_{b o x}{ }^{\text {Solvent }}$ ), it is easy to estimate, that the $0.1 \%$ inaccuracy of the mean value of the model box volume leads to $10 \%$ inaccuracy in the apparent volume [19].

There is another way to calculate the apparent volume, supposing that the solute perturbs the surrounding water only in the vicinity. It is assumed that biomolecules affect not more than two or three molecular layers, and at larger distances the water structure is not perturbed. So it is proposed to use the formula:
$V_{\text {app }}(R)=V(R)-N(R) / \rho_{0}+k \beta_{T} T$,
where $V(R)$ means a volume around the solute, including both the solute and its hydration shell, the parameter $R$ characterizes the scale of this region. $N(R)$ means the number of the solvent molecules, whose centers are inside the selected volume $V(R), \rho_{0}$ is the density of pure water at the same temperature and pressure. The term $k \beta_{T} T$ is necessary, as the volume $V(R)$ and the number $N(R)$ are always considered around the solute molecule without taking into account translational degrees of freedom of the solute molecule (i.e. without motion of the solute in the solution), see for example [27,28], $\beta_{T}$ is the isothermal compressibility of water. However, this contribution is small and changes slightly in the desired temperature interval, so it is usually ignored.

Note that the region $V(R)$ in formula (3) can be rather arbitrary. It does not matter where and how to draw its border, as long as it lies entirely in bulk water.

In the case of spherical solute molecules formula (3) can be reduced to the well-known Kirkwood-Buff formula for the calculation of the partial molar volume [29,30]:
$V_{\text {app }}=-G+k \beta_{T} T$,
where $G$ is the Kirkwood-Buff integral:
$G=4 \pi \int\left(\frac{\rho(\mathrm{r})}{\rho_{0}}-1\right) r^{2} d r$,
$\rho(r)$ is the radial distribution function of the water density around the solute, and $\rho_{0}$ is its asymptotic value, that is for pure water. The volume $V(R)$ in Eq. (3) is obtained from the integration of the second
term in integrand (5), and $N(R) / \rho_{0}$ is obviously from the first term in Eq. (5). Recall that the function $G(R)$ is a decaying oscillating function. The Kirkwood-Buff approach is commonly used in conjunction with RISM theory, where the function $\rho(r)$ is calculated theoretically. Thereafter it is not difficult to calculate the integral (5) [31-33]. However, when working with computer models, where all coordinates of atoms are known, we can use the general formula (3), especially if the solute has a complex shape.

Usually the distance $R$ to the polyatomic molecule is measured up to the surface of the closest atom. In molecular biology there is a well-known SAS (solvent accessible surface), which lies at a distance equal to the radius of a water molecule (1.4A) [34-36]. But in our case the distance $R$ can be arbitrary and rather large. The volume $V(R)$ in formula (3) can be calculated as the volume inside such an $R$-surface, Fig. 2.

However this calculation is not easy in general. It reduces to the problem of finding the volume of a union of spheres of different radii: the spheres are centered on the solute atoms and have radii equal to $R+R_{a}$, where $R_{a}$ is the radius of the corresponding atom. Note, at $R=0$ we get the van der Waals volume of the solute molecule (volume of the union of atoms of molecule). Methods for the calculation of such volumes $V(R)$ were discussed in [37,38].

The calculation of $N(R)$ for complex solute molecules does not cause any difficulty. As in the case of a spherical solute molecule, it is enough to choose those water molecules, whose centers are within the given distance $R$.

The dashed line in Fig. 3 shows the behavior of the apparent volume $V_{\text {app }}(R)$ of $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule calculated by the discussed method (we call it traditional method [15]). The required value is defined by the asymptote of this function. The oscillations which are continuing up to 1 nm are the manifestation of the oscillations of the water density $\rho(R)$ around the solute molecule.

These oscillations can lead to errors in estimating the asymptotic value of $V_{\text {app }}$. It requires the calculation of the $V_{\text {app }}(R)$ profile up to a fairly large distance $R$. With an increase of $R$, the problem of accuracy of the water density $\rho_{0}$, which was discussed above for the direct method, arises again. In this case the volume of $V(R)$ becomes very large in comparison with the volume of the solute molecule.

It is possible to avoid this problem, if we use another method, called combined [15]. The only difference of this approach from the traditional one is the calculation of $V(R)$ with the help of Voronoi cells. Instead of calculating the volume inside the $R$-surface, we simply sum the Voronoi cell volumes of all atoms with centers inside the $R$-surface, Fig. 4. This comprises all atoms of the solute molecule and $N(R)$ water molecules. On this way we avoid the difficult task of the traditional method (to calculate the volume inside a complex surface), but now we should be able to calculate the Voronoi cells.


Fig. 2. $V(R)$ region around the solute molecule. The surface of the region is spaced at the distance $R$ from the molecule. The solute molecule is shown by gray disks, the separate dots mean the centers of solvent molecules.


Fig. 3. Profile of the apparent volume of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule in aqueous solution, calculated according to formula (3) by the traditional (dashed line) and the combined methods (solid line). Horizontal dashed lines show the van der Waals volume of the molecule (lower line), and the Voronoi volume of the molecule, intrinsic volume (upper line).

However, there are efficient programs for such calculations in geometry libraries and packages.

The profile $V_{\text {app }}(R)$ calculated by the combined method is also shown in Fig. 3 (solid line). In this case there are no large oscillations as for the traditional method. This is because the solvent molecules in formula (3) are now taken into account with their volumes. Incrementing $R$ by a value $\Delta R$ in the traditional method results in a monotonic increase in volume as $4 \pi R^{2} \Delta R$, independent of how many new molecules appear in the volume. However, the number $N(R)$ changes according to the current value of the $\rho(R)$ function. In the combined method the increase of $R$ results in the synchronous change of the first and second terms in the right part of formula (3). Thus the oscillations of $\rho(R)$ do not appear.

Both methods give the same asymptote for $V_{\text {app }}(R)$, Fig. 3. However now it is achieved at significantly smaller distances, therefore with smaller errors. The basic calculations of the apparent volumes in this paper were performed with the combined method.

### 2.3. Components of the apparent volume

We propose that the intrinsic volume $V_{\text {int }}$ of a solute molecule is the Voronoi volume of this molecule in solution [39-42,15]. This is the region of space, all points in which are closer to the solute molecule than to any solvent molecule. The Voronoi region can be defined for an arbitrary complex solute, Fig. 5.

Thus the intrinsic volume of the solute molecule includes the van-der Waals volume, the empty space volume inside the molecule


Fig. 4. $V(R)$ volume by the combined method. The surface of the region is located at a distance $R$ from the solute molecule as in Fig. 2. The volume is defined as the sum of the Voronoi cell volumes of atoms of the solute molecule and water molecules inside the surface: including the solute molecule Voronoi volume (dark) and solvent molecules (white).


Fig. 5. Voronoi region of a polyatomic solute molecule. It is the sum of Voronoi regions of all its atoms. The solute molecule is represented by black disks, the solvent by empty disks. The border of the solute Voronoi region is shown by a thick line. Voronoi S-tessellation is used for the decomposition of the solution in this figure.
and that part of the volume outside, which is closer to the solute than to the solvent.

In recall, there are different types of the Voronoi tessellations. They differ in how the distance to the atom is measured. Three types are of interest to physical applications. The first one is the classical, where only atomic centers are considered. The next two tessellations take into account atomic radii. It is the additively-weighted (S-tessellation) and the power (or radical) tessellation, see for example [15] and references therein. For the calculation of the apparent volume it does not matter which type of tessellation is used. However for the calculation of the Voronoi region, the type of tessellation plays a role. In this paper the power tessellation is used. The values of the atomic Lennard-Jones $\sigma$ parameters of the molecular dynamics force field were used as the corresponding atomic radii.

Thus, if the apparent volume $V_{a p p}$ and the intrinsic volume $V_{i n t}$ were calculated as it was described above, the contribution of the solvent $\Delta V$ can be easily found from formula (1): $\Delta V=V_{a p p}-V_{i n t}$.

### 2.4. Hydrophobicity

Following the papers $[2,43,44]$ we calculated the excess chemical potential of a neon atom $\left(\sigma=3,035 \AA\left\{, \varepsilon / k_{B}=18,6 \mathrm{~K}[45]\right)\right.$ in a solution of a $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule and in pure water. The calculation was performed, using the Widom test particle insertion method [3,4]. The excess chemical potential of a test particle is calculated in the NPT ensemble according to:
$\mu_{e x}=-k T \ln \left(\left\langle V \int e^{-\Delta U / k T} d s\right\rangle /\langle V\rangle\right)$,
where $\Delta U$ is the potential energy of the inserted particle, integration is performed over the model box, $V$ is the volume of the box. The brackets $<\ldots>$ indicate averaging over all sampled configurations of the isothermal-isobaric MD-trajectory.

The difference $\Delta \mu$ of the chemical potential values of neon in solution and in bulk water can be a measure for the estimation of the hydrophobicity of $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule:
$\Delta \mu=\mu_{e x}^{\text {Solution }}-\mu_{e x}{ }^{\text {Water }}$.

If the chemical potential of neon in solution is less than in bulk water, it means the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule facilitates the neon solvation and can be considered as hydrophobic (akin to neon). If the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule
does not help the neon to solvate $(\Delta \mu>0)$ then it can be considered as hydrophilic. The GROMACS implementation of the Widom method was used for our calculations [20,18].

Note, $\Delta \mu$ contains a contribution from the direct interaction between neon and the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule and from the interaction between these molecules mediated by water. The last contribution means the hydrophobic interaction. The first contribution can be estimated easily by the Widom method, when water is removed (decoupled) from the solution. We found this value is about $10 \%$ of the total contribution calculated by formula (7). Thus the value $\Delta \mu$ can be used for the estimation of the hydrophobicity of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule.

We also calculated the hydrophobic interaction between $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules. The multistate Bennett acceptance ratio, or MBAR method [46,9] which combines the weighted histogram analysis (WHAM) [47] and the BAR method [10,4] implemented in GROMACS 4.5 was used. In this approach a set of close intermediate states between a given initial and final state are simulated. The free energy differences are calculated for the neighboring states and added up on the path from the initial to the final state. At the decoupling of the interaction between the molecules the charges were turned off first, and then the Lennard-Jones terms [9]. A linear approach for the change of the potential energy parameters was used. The soft core approach for decoupling of the van der Waals interactions was applied as in [48]. A dual topology was used for constructing the pathway between initial and final states of molecules. For each pathway, connecting initial and final states, 21 intermediate states were simulated, each of 1 ns . In some cases the number of intermediate states was increased up to 50 , to reduce the statistical uncertainty of the free energy difference between neighboring states.

The hydrophobic interaction implies the presence of more than one solute molecule in solution. We used $27 \mathrm{C}_{8} \mathrm{E}_{6}$ molecules in an environment of 6417 water molecules, this corresponds to a concentration of $8.43 \% \mathrm{wt}$. The scheme of the thermodynamic cycle used for the calculation of hydrophobic interaction free energy is shown in Fig. 6.

State I is made up of 27 non-interacting $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules and pure water. In molecular dynamics simulation this corresponds to a "solution" where all intermolecular interactions of $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules with each other and with water are turned off. State II is the real solution: all 27 solute molecules interact with each other and with water. Besides the direct interaction between the solute molecules there should be present an additional interaction, which is mediated by water. This is the hydrophobic interaction. The value $\Delta \mathrm{G}$ between states I and II was calculated by the MBAR method. It is presented in Fig. 7 as function of temperature by squares. Negative values of $\Delta G$ indicate that our solute molecules prefer to be dissolved in water. However, the decrease of the absolute value of $\Delta G$ with temperature points out that the dissolution becomes less profitable with heating. State III differs from state I in that the interaction between the solute molecules is turned on. The free energy difference between these states $\Delta \mathrm{G}_{\mathrm{mm}}$ was also calculated, gradually turning on the interaction between the 27 molecules without interaction with water. The difference $\left(\Delta \mathrm{G}-\Delta \mathrm{G}_{\mathrm{mm}}\right)$ is shown in Fig. 7 with triangles. On the path from states III to II, the interaction between the solute molecules and water was turned on. The free energy difference between these states can be presented as a sum of two contributions: $\Delta G_{m w}$ due to direct interaction of the solute with water, and the desired hydrophobic interaction $\Delta \mathrm{G}_{\mathrm{h}}$.

According to the thermodynamic cycle Fig. 6 (a) we can write the relation:
$\Delta G=\Delta G_{m w}+\Delta G_{m m}+\Delta G_{h}$.

Thus, to determine the value of hydrophobic interaction $\Delta G_{h}$ we need to know $\Delta \mathrm{G}_{\mathrm{mw}}$. The direct interaction of the solute with water can be calculated by dissolving one solute molecule in water, Fig. 6 (b). We calculated the free energy $\Delta G^{1}{ }_{\text {mw }}$ of such a transition


Fig. 6. a) A thermodynamic cycle for the calculation of the free energy of hydrophobic interaction. $\Delta \mathrm{G}$ is the free energy for the transition of 27 non-interacting solute molecules (I) into water solution (II). $\Delta \mathrm{G}_{\mathrm{mm}}$ is the free energy of turning on the interaction between $27 \mathrm{C}_{8} \mathrm{E}_{6}$ molecules in vacuum (I), (III). $\Delta \mathrm{G}_{\mathrm{mw}}+\Delta \mathrm{G}_{\mathrm{h}}$ is the free energy for the transition of 27 interacting solute molecules (III) into solution (II). b) A path for the calculation of the free energy for dissolving one $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule: $\Delta \mathrm{G}^{1}$ mw .
by turning on the interaction of one $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule with water. The required value for 27 solute molecules can be estimated as $\Delta \mathrm{G}_{\mathrm{mw}}=$ $27 * \Delta \mathrm{G}^{1} \mathrm{mw}$. The temperature behavior of this value is shown in Fig. 7 with diamonds. Thus the required free energy of hydrophobic interaction at the given concentration can be obtained as difference between this curve and the ( $\Delta \mathrm{G}-\Delta \mathrm{G}_{\mathrm{mm}}$ ) curve, Fig. 7.

Thus the free energy of hydrophobic interaction in the system with 27 molecules we can find from the relation:
$\Delta G=27 \Delta G_{1 m w}+\Delta G_{m m}+\Delta G_{h}$.

## 3. Results

Fig. 8 shows the temperature behavior of the apparent volume of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule and its components $V_{\text {int }}$ and $\Delta V$, calculated as it was described above.

For the amphiphilic $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule both the apparent and intrinsic volumes rise with temperature, but their rates are different. This


Fig. 7. The temperature behavior of the free energy components calculated for the thermodynamic cycle shown in Fig. 6.
results in a change of the $\Delta V$ sign. At lower temperatures the apparent volume $V_{\text {app }}$ is less than the intrinsic one, thus $\Delta V$ is negative. This means, that the water density around the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule is higher than in the bulk. When heated, the apparent volume is larger than the intrinsic thus $\Delta V$ becomes positive. This corresponds to a less dense, more open structure of hydration water, which is typical for hydrophobic molecules.

We also calculated the partial contributions from the hydrophilic and hydrophobic parts of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule to $\Delta V$, Fig. 10. The water molecules were assigned to the hydrophilic part if they are positioned closer to the atoms of this part of the molecule than to the atoms of the hydrophobic part, and vice versa, Fig. 9.

As one can see from Fig. 10, the contribution $\Delta V$ from the hydrophilic side of the solute molecule is negative up to very high temperatures and lower than the contribution from the hydrophobic one for all temperatures. This is consistent with the well-accepted concept, that the hydration water near hydrophilic groups is denser than bulk water, whereas the water in the hydrophobic shell has a more open structure. This is due to the fact that attractive electrostatic and hydrogen bond interactions between solute and solvent lead to the constriction of the hydrophilic hydration shell, whereas the


Fig. 8. The temperature behavior of the apparent volume $V_{\text {app }}$ of $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule and it components: intrinsic $V_{\text {int }}$ volume and the contribution of water $\Delta V$.


Fig. 9. Illustration of the water molecules assigned to the hydrophilic (left) and hydrophobic (right) parts of an amphiphilic molecule.
interaction of a hydrophobic solute with water is weak and the dominating interaction is the hydrogen bonding between the hydration water molecules, which leads to the formation of a loosely packed environment. Contrary to this opposing behavior, the temperature dependence of $\Delta V$ is similar both for hydrophilic and hydrophobic parts: both show a positive slope. This can be understood on the basis of our recent paper [18], where it was shown that the main contribution to the thermal expansion of a polypeptide molecule in water is caused by the boundary area between the solute molecule and the solvent (the so called "thermal volume"). It was shown that the boundary area expands faster than bulk water, because of less hydrogen-bonds across the boundary area, both in the hydrophilic and the hydrophobic shell. If $\Delta V$ is normalized by the corresponding number of the atomic units (6 ethylene-oxide and 8 methylene groups) the contribution per hydrophobic group increases faster, than for the hydrophilic one, see insert in Fig. 10. This is in line with the just discussed fact, that there are more hydrogen bonds around the hydrophilic part than between the hydrophobic group. Thus the density of the hydration water changes more slowly in the hydrophilic, compared with the hydrophobic part.

The difference of the chemical potential of neon in solution and in the bulk $\Delta \mu$ calculated according to formula (7), is shown in Fig. 11 as a function of temperature.

The decrease of the value of $\Delta \mu$ with temperature indicates the tendency of neon to aggregate with the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule. Note, the value of $\Delta \mu$ changes the sign at about 340 K , which is close to the temperature, where $\Delta V$ changes its sign, see Fig. $8(\sim 350 \mathrm{~K})$, and it is close to the experimental cloud point of $\mathrm{C}_{8} \mathrm{E}_{6}(348 \mathrm{~K})$ [2].

The free energy of hydrophobic interaction between $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules, calculated according to formula (9) is shown in Fig. 12. There are two


Fig. 10. The partial contributions of water to the apparent volume of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule, originating from the hydrophobic (squares) and hydrophilic (circles) parts. Insert: same data, but normalized by the number of the molecular units ( 8 methylene and 6 ethylene-oxide atomic groups).


Fig. 11. The difference of the chemical potentials of neon in $\mathrm{C}_{8} \mathrm{E}_{6}$ solution and in bulk water.
sets of the data points in this figure. One of them (the upper three points) results from sampling problems which arose in our calculation in the process of decoupling of the Lennard-Jones interactions between $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules, as described above. The solute molecules being almost decoupled stuck together, and the system remained trapped in this state for a very long period of time. Such trapped configurations give a higher value of the free energy for the hydrophobic interaction. However, the trapping was absent in the main part of simulation (from these, the lower data points have been derived).

We ignored the results with the trapping and use the lower curve in Fig. 12. The value $\Delta G_{h}$ is positive at the low temperatures, that means the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecules are hydrophilic (they show a preference to be surrounded by water molecules). With increasing temperature $\Delta G_{h}$ becomes negative. This means the solute molecules are prone to aggregate. The temperature of the sign change is about 345 K , again close to the transition temperature of the volumetric characteristic $\Delta V$ and nearly coinciding with the experimental cloud point.

## 4. Summary

In this paper we calculated both volumetric and free energy characteristics for the amphiphilic molecule $\mathrm{C}_{8} \mathrm{E}_{6}$ in aqueous solution at different temperatures. A comparable behavior of these properties with increasing temperature was obtained.

The apparent volume of the dissolved molecule (that is the partial molar volume of the solute at infinite dilution) and its components (the intrinsic volume of the solute molecule and the contribution of the solvent to the apparent volume) were calculated. The apparent volume can be calculated by different methods. One of them (the traditional) is similar to the Kirkwood-Buff approach. The second one is a combined method, where the volume around the molecule is


Fig. 12. Calculation free energy of the hydrophobic interaction for $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule in water solution by formula (9).
calculated with the help of a Voronoi technique. It was shown that the combined method is more preferable than the traditional one. The intrinsic volume of the solute molecule was defined as the volume of the Voronoi region of the molecule in solution, being calculated by using the power Voronoi tessellation. The solvent contribution $\Delta V$ was calculated as the difference between the apparent and the intrinsic volume. It is shown that the value of $\Delta V$ increases with temperature and changes its sign from negative to positive. It correlates with the behavior of the degree of hydrophobicity of the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule. We used two different measures for the hydrophobicity: first we calculated it as the difference of the chemical potentials of a neon atom in pure water and in a solution with a single $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule. The other technique is based on the MBAR method for the calculation of the free energy of interaction between the solute molecules in water. Both methods demonstrate that the hydrophobicity of a molecule is a question of temperature: the $\mathrm{C}_{8} \mathrm{E}_{6}$ molecule is hydrophilic at lower temperatures and becomes hydrophobic with increasing temperature. The transition temperature is qualitatively the same as for the change of sign for $\Delta V$.

Thus the behavior of a volumetric characteristic reflects the hydrophobic property of the amphiphilic molecule $\mathrm{C}_{8} \mathrm{E}_{6}$. Since the volumetric properties can be calculated more easily in comparison with free energy calculations, the results obtained in this paper suggests that the solvent contribution to the apparent volume $\Delta V$ can be used as a measure for the hydrophobicity of a molecule.
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